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While heating of a current carrying Ohmic conductors is an obvious consequence of the diffusive nature of
the conduction in such systems, current-induced cooling has been recently reported in some molecular con-
duction junctions. In this paper, we demonstrate by simple models the possibility of cooling molecular junc-
tions under applied bias, and discuss several mechanisms for such an effect. Our model is characterized by
single electron tunneling between electrodes represented by free electron reservoirs through a system charac-
terized by its electron levels, nuclear vibrations and their structures. We consider cooling mechanisms resulting
from �a� cooling of one electrode surface by tunneling-induced depletion of high-energy electrons; �b� cooling
by coherent sub resonance electronic transport analogous to atomic laser-induced cooling and �c� the incoher-
ent analog of process �b�—cooling by driven activated transport. The non-equilibrium Green function formu-
lation of junction transport is used in the first two cases, while a master equation approach is applied in the
analysis of the third.

DOI: 10.1103/PhysRevB.80.115427 PACS number�s�: 73.23.�b, 73.40.Gk, 37.10.�x

I. INTRODUCTION

One of the main problems of practical molecular electron-
ics is junction heating caused by vibrational excitation by
the electron flux. Consequently, heat transport in meso-
scopic systems attracts considerable attention both
experimentally1–5 and theoretically.6–33 Upon increasing the
voltage bias V, junction heating starts above the threshold,
eV=�� for vibrational excitation and increases further be-
yond the conduction threshold where a bridge level enters
the Fermi window. If energy dissipation is not effective
enough, junction temperature increases and its stability may
be jeopardized. Therefore, heat transport away from the junc-
tion must be made as efficient as possible.

While heating in current carrying junctions seems natural,
it is not a fundamental consequence of charge transport.
Here, we focus on the relationship between applied bias, cur-
rent flow, and temperature change. A similar question was
recently addressed by Pistolesi,34 who, however, imposed at
the outset a lower than ambient electronic temperature, thus,
rendering the issue somewhat trivial. Here, we focus on the
possibility that molecular vibrations may cool down by the
electronic flux, where without voltage bias the system is at
thermal equilibrium. The effect of junction cooling was con-
sidered so far mostly for superconductor-insulator-
superconductor �SIS� and superconductor-insulator-normal
metal �SIN� junctions.35–39 The possibility of cooling in a
metallic nanowire connected to superconductor leads due to
coupling to longitudinal phonon modes was recently
discussed.40 In another recent work,41 Raman scattering was

used to monitor molecular temperature in current carrying
junctions, showing apparent cooling in certain bias regimes.
Finally, Zippilli et al.42 have described a theoretical model
for current-induced cooling in carbon nanotubes.

Here we consider simple models of single-molecule con-
duction junctions, where a molecule connects between two
metallic or semiconductor electrodes. Our goal is to find con-
ditions under which molecular cooling under applied bias is
possible. Our model systems are described next. Using these
models, we consider several possibilities for current-induced
molecular cooling.

II. MODEL

The models considered in this paper are special cases of a
general molecular junction model that comprises a left �L�
and right �R� electrodes represented as free-electron reser-
voirs bridged by a molecule �M�. The corresponding Hamil-
tonian is

Ĥ = ĤL + ĤM + ĤR + ĤT + ĤB �1�

where

ĤK = �
k�K

�kĉk
†ĉk �K = L,R� �2�

are the Hamiltonians of the two electrodes and

PHYSICAL REVIEW B 80, 115427 �2009�

1098-0121/2009/80�11�/115427�12� ©2009 The American Physical Society115427-1

http://dx.doi.org/10.1103/PhysRevB.80.115427


ĤM = �
m

�md̂m
† d̂m + �

�

��â�
† â� + �

m,m�,�

Mmm�
� Q̂ad̂m

† d̂m�

�3a�

is the molecular Hamiltonian. Here, ĉk
† �ĉk� and d̂m

† �d̂m� are,
respectively, creation �annihilation� operators of electrons in
the metal states k and in the molecular orbital m with single
electron energies �k and �m, â�

† and â� are similar operators
for the molecular vibrational normal mode � of frequency

��, and Q̂�= â�+ â�
† are the corresponding displacement op-

erators. The last term in Eq. �3� is the electron-vibration cou-
pling on the molecule. Note that the molecular Hamiltonian
�3a� is written in the representation of the eigenstates of the
free molecule. Alternatively, local state representation is of-
ten preferred, whereupon

ĤM = �
m

�md̂m
† d̂m + �

m,m�

m�m�

Vmm�d̂m
† d̂m� + �

�

��â�
† â�

+ �
m,m�,�

Mmm�
� Q̂ad̂m

† d̂m� �3b�

The molecule is coupled to the electrodes L and R by an

electron transfer Hamiltonian ĤT. Most generally it has the
form

ĤT = �
K=L,R

�
k�K

�
m�M

�Vkmĉk
†d̂m + Vmkd̂m

† ĉk� �4�

We shall sometime consider the simplest model with only
one relevant molecular electronic orbital �0 and one molecu-
lar vibration �0. In this case

ĤM = �0d̂†d̂ + �0â†â + MQ̂0d̂†d̂ �5�

ĤT = �
K=L,R

�
k�K

�Vk
�ĉk

†d̂ + Vkd̂
†ĉk� �6�

Finally, the molecular vibrations may be coupled to a thermal
bath, represented by a set of harmonic oscillators ����

ĤB = �
�
���b̂�

† b̂� + �
�

U��Q̂aQ̂�� �7�

where Q̂�= b̂�+ b̂�
† are displacement operators for the bath

vibrations.

III. METAL-INSULATOR-METAL JUNCTION

Consider first a junction in which the two metallic elec-
trodes are coupled to one another directly �tunneling through
an inert insulator�. In such junction effective cooling of one
�say, L� side and simultaneous heating of the other �R� side is
possible if the electron transmission probability is higher for
higher energy electrons. Such behavior is characteristic of
tunneling through the barrier,43–45 and can be caused e.g. by
presence of resonant state within the insulator. Then at steady
state, in proximity of the junction, a nonequilibrium elec-
tronic distribution will be established in the metallic con-

tacts. For simplicity we model this behavior by splitting the
electrodes Hamiltonians HK �K=L ,R� into two parts

ĤK = ĤK
eq + ĤK

neq + V̂ �8�

ĤK
q = �

k�Kq

�kĉk
†ĉk; q = eq, neq �9�

V̂ = �
k�Keq

�
k��Kneq

�Vkk�ĉk
†ĉk� + H.c.� �10�

where the equilibrium part describes the bulk of the elec-
trodes, while nonequilibrium may prevail near the electrode
surface, where depletion of electrons takes place by tunnel-
ing through the molecular layer. Thus the junction is mod-
eled by sequence Leq−Lneq−Rneq−Req, where both equilib-
rium and nonequilibrium parts of each electrode are assumed
to be free electron reservoirs. The Fermi distribution

fK
eq�E� = �exp�E − �K

kBT
� + 1	−1

�11�

define the equilibrium states of the electrodes K=L ,R, while
the nonequilibrium segments near the junction are character-
ized by some nonequilibrium distributions fK

neq�E� that need
to be determined. To determine these nonequilibrium elec-
tronic distributions we use a system of rate equations for the
energy-resolved populations fK

neq�E , t� �K=L ,R�, and con-
sider a steady-state situation �see Appendix A for derivation�

dNL
neq�E,t�
dt

=
TLL

�

fL

eq�E� − fL
neq�E��

+
TLR�E�

�

fR

neq�E� − fL
neq�E�� = 0 �12�

dNR
neq�E,t�
dt

=
TRR

�

fR

eq�E� − fR
neq�E��

+
TLR�E�

�

fL

neq�E� − fR
neq�E�� = 0

where NK
neq�E , t�� fK

neq�E , t�AK�E� and AK�E� is the density of
states in the leads K=L ,R. The �dimensionless� rate con-
stants TLL, TRR between the equilibrium and nonequilibrium
parts at each electrode and TLR between the nonequilibrium
segments on opposite electrodes are defined in Appendix A.
We use the wide band approximation to describe the elec-
tronic continua in the leads. Inelastic processes are disre-
garded or their effects are assumed to be embedded into the
rates TLL and TRR. These rates are assumed to be energy
independent, while the energy dependence of TLR�E� is taken
to reflect tunneling through a square barrier

TLR�E� = TLR
0 exp�− d
2m

�2 �U − E�	 �13�

Eqs. �12� and �13� are used to determine the non-equilibrium
distributions fL

neq�E� and fR
neq�E�. The effective temperature

Tp can then be estimated by demanding that the heat flux to
some probe vibration �p is zero
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Np�
−�

+�

fK
neq�E − �p�
1 − fK

neq�E��

= �1 + Np��
−�

+�

fK
neq�E + �p�
1 − fK

neq�E�� �14�

where constant density of states in the contacts was assumed
�wide-band approximation�, and where

Np = NBE��p� = �exp� ��p

kBTp
� − 1	−1

�15�

is the Bose-Einstein distribution. It should be noted that the
temperature estimate Tp introduced by �14� and �15� depends
on the choice of �p. This is a consequence of the fact that,
strictly speaking, temperature can not be introduced in a non-
equilibrium system. Note also, that a more advanced �physi-
cally motivated� procedure for introducing an effective tem-
perature can be used,46 however, for our purpose of
qualitative illustration Eq. �14� will suffice.

Figure 1�a� shows the effective temperatures Tp of the left
and right nonequilibrium parts of the contacts vs applied
bias, using two sets of metallic rate constants, TLL=TRR
=TLR

0 and TLL=TRR=10·TLR
0 �note that TLR

0 corresponds to the
two metals at contact�. Here positive bias means that the
right electrode is biased positively relative to the left elec-
trode, inducing electron current from left to right. While, as

is expected, the right side heats up at positive bias, there is a
range of bias voltages when left side of the junction cools
down. It should be noted however that the effect is very
sensitive to the relative timescales associated with TLL, TRR
as compared to TLR and is small unless the two electrodes are
close enough to each other to make TLR large enough.

IV. METAL-MOLECULE-METAL JUNCTION

Consider now a molecule �i.e. a species with internal de-
grees of freedom� lying in the junction and exchanging elec-
trons and energy with the L and R electrodes. The molecule
is coupled to the two nonequilibrium electronic reservoirs
and to an equilibrium phonon bath that is taken to be at the
ambient temperature. Its presence is assumed to cause only a
small perturbation on the direct electron transport between
the two metals and its effect on the nonequilibrium electron
distributions at the two metal surfaces is disregarded. At
steady-state the total-energy flux to the molecule should be
zero

Jtot = Je + Jph = 0 �16�

Here, Je and Jph are electron and phonon mediated energy
flux to the molecule46

Je =
1

�
�

−�

+� dE

2	
E Tr�

ML

� �E� + 
MR
� �E��G��E�

− 

ML
� �E� + 
MR

� �E��G��E�� �17�

Jph = −
1

�
�

0

� d�

2	
� Tr�
����D���� − 
����D�����

�18�

Here, G and D are the Green functions �GFs� of the molecu-
lar electronic and vibrational degrees of freedom, 
MK �K
=L,R� is the molecular electronic self-energy �SE� due to
coupling to the contact K, 
 is the molecular vibration SE
due to coupling to an external thermal bath, and Tr� . . . �
means trace over the molecular subspace. As usual �, �, r
and a denote greater, lesser, retarded, and advanced GFs and
SEs. In what follows we consider a molecule characterized
by one electronic level m and one molecular vibration of
frequency �0, 
Eq. �5��, so the trace operation can be omit-
ted.

Using the quasiparticle approximation for the molecular
vibration and the Born approximation for the electron-
vibration coupling, and describing the junction within the
noncrossing approximation, one gets from �16� the steady
state occupation N0 of the molecular vibration �0 �for de-
tailed derivation see Refs. 46 and 47�

N0 =
�NBE��0� + I+

� + I+ − I−
�19�

where NBE is the Bose-Einstein equilibrium population at the
ambient temperature and �=2	���U��2���0−��� �assumed
to be constant in the spirit of the wide-band approximation�
is the damping rate of the molecular vibration due to cou-

0.93

1

1.07

T
L

,R
/T

(V
=

0)

0.96

1

T
M

/T
(V

=
0)

0 1 2 3 4 5

V/ 0

(a)

(b)

FIG. 1. �Color online� The effective nonequilibrium temperature
Tp vs applied bias. Parameters of the calculation are T=300 K, d
=5 A, U=0.2 eV, and �p=0.1 eV. Shown are �a� Temperatures of
the nonequilibrium parts of the electrodes in the M-I-M junction for
the cases TLL=TRR=TLR

0 �left electrode—solid line, blue; right
electrode—dashed line, red� and TLL=TRR=10·TLR

0 �left
electrode—dotted line, blue; right electrode–dash-dotted line, red�
and �b� Temperature of the molecule asymmetrically coupled to the
electrodes in a M-molecule-M junction. The molecular parameters
of this calculation are �0=0.3 eV, �ML=0.009 eV, �MR

=0.001 eV, �0=0.1 eV 
the same value of �0 is used to normalize
the voltage in Fig. 1�a��, M =0.2 eV, and �=0. The metallic rate
constants TLL=TRR=TLR

0 �full line; blue� and TLL=TRR=10·TLR
0

�dotted line; blue�.
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pling to the thermal bath, and where I� are given by

I� � M2�
−�

+� dE

2	
G0

��E�G0
��E � �0� �20�

in terms of the zero-order lesser and greater electronic GFs

G0
��E� = i

�ML�E�fL
neq�E� + �MR�E�fR

neq�E�
�E − �0�2 + ��M/2�2 �21�

G0
��E� = − i

�ML�E�
1 − fL
neq�E�� + �MR�E�
1 − fR

neq�E��
�E − �0�2 + ��M/2�2

�22�

In Eqs. �21� and �22� �MK�E�=2	�k�Kneq
�Vmk�2��E−�k� are

widths of the molecular level due to coupling to contacts K
=L ,R, and this coupling is assumed to be dominated by de-
grees of freedom belonging to the nonequilibrium parts of
the corresponding metals. The effective temperature of the
molecular vibration is then defined using the equilibrium
form

TM =
�0

ln
1 + 1/N0�
�23�

Clearly, a molecule coupled strongly to the cool �L� side of
the junction described in Section 2.1 may cool down also, as
is demonstrated in Fig. 1�b�.

In the situation just discussed the metals exchange charge
and energy directly, and the effect of molecular presence on
their nonequilibrium state is assumed insignificant. A more
interesting situation is a metal-molecule-metal junction �Leq
−Lneq−M −Rneq−Req�, where the coupling between the left
and right contacts occurs only through the molecule. In this
case molecular cooling is not simply due to coupling to the
colder contact �made colder by direct coupling between the
contacts�, and is closely related to the transport process. The
nonequilibrium steady-state of the junction may be described
by rate equations analogous to �12�, where now each non-
equilibrium �surface� part of the electrode is coupled to its
bulk equilibrium part on one side and to the molecule on the
other �see Appendix A�

dNL
neq�E,t�
dt

=
TLL

�

fL

eq�E� − fL
neq�E�� +

1

�
Tr�
ML

� �E�G��E�

− 
ML
� �E�G��E�� = 0

dNR
neq�E,t�
dt

=
TRR

�

fR

eq�E� − fR
neq�E�� +

1

�
Tr�
MR

� �E�G��E�

− 
MR
� �E�G��E�� = 0 �24�

where the electronic GFs are

G�,��E� = �Gr�E��2

ML
�,��E� + 
MR

�,��E� + 
ph
�,��E��

�25�

To simplify our consideration we disregard the effect of
electron-phonon coupling when evaluating the nonequilib-
rium electronic distributions in the contacts, i.e. we drop the

phonon contribution, 
ph
�,��E�, to the electron self energy

when using �25� in �24�. This approximation is valid when
the electron phonon coupling M is smaller than electronic
energy scales, M �
�E2+�2 where �E=�0−EF and when
the electronic density of states in the leads is a smooth func-
tion of the electronic energy. It is used here only to obtain the
nonequilibrium distributions in the contacts. Once these dis-
tribution are determined, the calculation of the transport
through molecular junction proceeds along the standard
lines,46,48 taking the electron-phonon interaction into account
and using the nonequilibrium distributions instead of the
thermal �Fermi� ones in the metal leads. Equations �24� re-
duce to �12� with

TLR�E� =
�ML�E��MR�E�

�E − �0�2 + 
�M�E�/2�2 �26�

where �M�E�=�ML�E�+�MR�E�. The energy dependence of
TLR�E� now results from that of �MK�E�. For the latter we
again assume the square barrier-like behavior �13�, i.e.,
�MK�E�=�MK

0 exp
−d
�2m /�2��U−E��.
Once the functions fK

neq �K=L ,R� are evaluated from �24�,
the calculation proceeds as before and the effective molecu-
lar vibrational temperature is found from Eq. �14�. Figure 2
demonstrates the possibility of molecular cooling also in this
case. In this calculation, as well as in those described in the
following section, the potential bias is taken to distribute
symmetrically on the two molecule-metal contacts.

V. INELASTIC COOLING BY COHERENT
SUBRESONANCE TRANSPORT

It is well known that atomic cooling may be achieved by
subresonance optical excitation.49 Light of frequency slightly
lower than the electronic transition energy may excite an
atom by absorbing the needed extra energy from the kinetic
energy “bath.” A similar process can be used to cool molecu-
lar vibrations if electron-phonon50 coupling is strong enough.
In biased molecular junctions excitation by light is replaced
by the electron flux, and the same mechanism that leads to

0.92

0.96

1

T
M

/T
(V

=
0)

0 1 2 3 4

V/ 0

FIG. 2. �Color online� Effective molecular temperature, Eq.
�14�, vs applied bias for metal-molecule-metal junction. The junc-
tion parameters were taken as in Fig. 1: �0=0.3 eV, �0=0.1 eV,
M =0.2 eV, d=5 A, U=0.2 eV, �p=0.1 eV, and �=0. The
metal-molecule coupling parameters were chosen �ML

0 =0.009 eV
and �MR

0 =0.001 eV �such asymmetric coupling is typical to STM
setups�, and the metallic rate constants were taken TLL=TRR

=4·10−4 �full line; blue� and TLL=TRR=4·10−3 �dotted line; blue�.
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inelastic tunneling may cause current-induced vibrational
cooling, provided that conditions that favor phonon absorp-
tion over phonon emission can be found. Such conditions
turn out to be difficult to satisfy in most metal-molecule-
metal junctions because the equivalent of the energy reso-
lution provided by the optical excitation now arises from the
voltage bias between two Fermi distributions and is limited
by the temperature dependence of the latter. Indeed, we have
found that the simplest molecular junction model comprising
one available molecular electronic level coupled to one mo-
lecular oscillator and connected to two free-electron metals
characterized by uniform state densities cannot be cooled in
this way. Rather, to achieve cooling, a suitable structured
spectral densities of the electronic baths is needed, as was
recently emphasized in a slightly different context.51 Very
recently, an example of such system �an adatom bonded to an
atomic wire, where the needed energy structure is provided
by the midband dip in the transmission function of this sys-
tem� was described by McEniry et al.52 In what follows, we
describe two additional such possibilities.

A. Inelastic cooling using semiconductor contacts

In the system described below the required energy reso-
lution is achieved by employing the sharp band-edge struc-
ture of semiconductor leads. Molecular junctions based on
semiconductor substrates have recently attracted
attention.53–57 It was recently pointed out that negative dif-
ferential resistance �NDR� may be observed in Si-based mo-
lecular junctions due to a molecular electronic level passing
by the Si band edge.57 The presence of a gap between the
valence and conduction band can in principle result in mo-
lecular cooling during conduction. For example, consider an
intrinsic or p-doped semiconductor �below we use band gap
typical to Si� biased such that the top of the valence band of
the left electrode is below the bottom of the conduction band
of the right electrode, with distance between their edges of
order of �0 
see scheme in the inset of Fig. 3�a�. In this case
electron transition from left to right may be facilitated by
absorption of energy from the molecular vibration, resulting
in cooling of the vibration at some range of the bias voltage.
Note that the opposite effect, electron tunneling with energy
transfer to the vibration, is blocked here by the semiconduc-
tor band gap.

The calculation reported below was performed within the
nonequilibrium Green function �NEGF� approach outlined in
Sec. IV and described in Ref. 46. It is now applied to the
model �1� and �2�, �4�–�7� without invoking a nonequilibrium
layer near the electrodes-metal contacts. Also, asymmetry in
the molecule-semiconductors coupling is not needed here.
Instead, the needed structure in the energy dependence of the
electron flux is achieved from the biased electronic structure
of the semiconductor electrodes that are characterized by
gaps in their densities of states, as seen in the inset of Fig. 3.
As before, the calculation yields the population of the mo-
lecular vibration coupled to the electronic system and the
effective molecular vibrational temperature is found from
�15�.

Figure 3 demonstrates this possibility in a semiconductor-
molecule-semiconductor junction model, using a semicon-
ductor band gap of 1 eV, typical to Si. The molecular level �0
is taken 0.4 eV above the valence band edge of the semicon-
ductor in the unbiased junction. Other parameters used in
this calculation are �ML=�MR=0.01 eV, �0=0.1 eV, M
=0.2 eV, �=5·10−4 eV, and T�ambient temperature�
=300 K. Again, the voltage bias is taken to distribute sym-
metrically on the two molecule-semiconductor bonds. Note
that the top valence band edge of the left electrode aligns
with the bottom conduction band edge of the right electrode
at V=1 V, however cooling continues to be effective up to
V�1.1 V because of the energy structure provided by the
molecular resonance �0. Above V=1.1 V heating of the os-
cillator of �0=0.1 eV becomes possible and finally the
dominating process.

B. Subresonance transport in specific molecular structures

In the model described in the previous section the SC
density of states, dominated by the pronounced �relative to
kBT� gap between the valence and conduction bands, pro-
vides the energy-structured spectral distribution that pro-
motes phonon absorption in some voltage bias range. A suit-
able density of states can be also achieved in special cases of
molecular electronic structure.

Figure 4 illustrates such possibility. The calculation fol-
lows again the procedure of Ref. 46 as outlined in Sec. IV.
The molecule is represented by a three-sites bridge, with
on-site energies −0.06, 0.1, and −0.05 eV �the Fermi energy
EF of the unbiased junction is taken 0� and nearest neighbor
intersite coupling 0.01 eV. The leftmost and rightmost bridge

160

200

240

280

T
(K

)

0.9 1.0 1.1 1.2

V (V)

M0

FIG. 3. �Color online� Effective temperature 
determined from
Eq. �23�� of a molecular vibration, displayed vs applied bias of a
molecular vibration in a silicon-molecule-silicon junction.

290

300

T
M

(K
)

-0.1 0.0 0.1

V (V)

FIG. 4. �Color online� Effective molecular temperature vs ap-
plied bias for three-site bridge model. See text for parameters.
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levels are coupled to the left and right electrodes, respec-
tively, with �ML=�MR=0.01 eV. A single molecular vibra-
tion with �0=0.1 eV is considered, with the electron-
vibration coupling taken in the form

�
m=0

3

Mm,m+1Q̂a�d̂m
† d̂m+1 + H.c.� �27�

where m=0 and m=4 stand for the left and right electrodes,
respectively, and all coupling strengths M are taken 0.2 eV.
The electrodes equilibrium temperature of the contacts is T
=300 K. As before, the potential bias is assumed to fall sym-
metrically on the two electrodes. Specifically, in the calcula-
tion shown in Fig. 4 the left ��1� and right ��3� molecular
levels of the bridge are assumed to shift with bias V as �1
+eV /2 and �3−eV /2, respectively. It should be emphasized
that different ways by which V is distributed along the junc-
tion may lead to different temperature/bias behaviors.58

VI. DRIVEN ACTIVATION-INDUCED COOLING

The coherent cooling models described in Sec. V were
seen to depend in a critical way on judicious choice of spec-
tral densities, level structures, and coupling strengths. Be-
cause some of these properties cannot be easily controlled,
this makes realization of such cooling phenomena subject to
accidental occurrence of special circumstances. The
activation-induced cooling process discussed below, essen-
tially a classical analog of the mechanism discussed in Sec.
V is of more general nature. Here, electronic conduction is
facilitated by thermal activation along the transport path.
Specifically, if the electron experiences an uphill transition at
some position along the transport path and if electron-
phonon coupling is strong at that position the uphill current
can be assisted by energy absorption from the phonon envi-
ronment, cooling the latter in the process.

To demonstrate this process, we consider a system de-
scribed by a particular realization of the model �1�, �2�, �3a�,
and �3b�. The Hamiltonian is written in the local electronic
state representation and comprises a nearest neighbor tight-
binding electronic system with local coupling to a set of
harmonic oscillators, with each oscillator coupled to one lo-
cal electronic site59 according to

ĤM = �
j=1

N

� jd̂j
†d̂j + u�

j=1

N−1

�d̂j+1
† d̂j + d̂j

†d̂j+1�

+ ���
j=1

N

âj
†âj + �

j=1

N

Mj�âj
† + âj�d̂j

†d̂j �28�

This system is coupled to several baths: each oscillator is
taken to couple to its own thermal bath and the end elec-
tronic sites j=1,N are coupled to their respective free elec-
tron reservoirs, denoted L and R, that represent metallic
leads. The latter are taken to be at the same ambient tempera-
ture T, however the temperature Tj of the thermal bath asso-
ciated with system phonon j is used to monitor local tem-
perature change in the system as explained below. The
electronic reservoirs are also characterized by their electronic

chemical potentials, �L and �R, whose difference represent
potential bias. Note that the site energies � j are not all equal.
In particular, we will investigate the consequence of an up-
hill transition ��n+1��n for a left-to-right electronic current�
on the non-equilibrium properties of this system and in par-
ticular on the local effective temperature Tj assumed by each
oscillator when a steady electronic current is driven trough
the system by an imposed potential bias.

We will study this problem using a generalized master
equation approach in the Markovian limit that relies on an
assumed weak coupling between the system and the reser-
voirs and on the wide band approximation. This imposes no
practical restriction on the description of thermal coupling
between the system oscillators and their respective heat
baths, however the treatment of electronic transport with this
approach is applicable only to situations dominated by suc-
cessive metal-molecule-metal transitions rather than cotun-
neling processes. We note that a recent study by Prachar and
Novotny60 indicates problems in the calculation of current
noise using such approach, however, the computed average
current seems to be valid.

Under the approximations outlined above, the markovian
master equation for the time evolution of the reduced system
density matrix �M under the effect of coupling to the elec-
tronic and thermal baths is �see Appendix B�

d�̂M

dt
= −

i

�

ĤM, �̂M� − �Rel

L �̂M + Rel
R �̂M� − �

j=1

N

Rph
j �Tj��̂M ,

�29�

where the Liouville superoperators Rel
L/R and Rph

j �Tj� account
respectively for the electron transfer interaction with the L /R
leads, and for the interaction of each molecular phonon j
with its associated thermal bath of temperature Tj. The su-
peroperators Rel

K, K=L ,R are given by

Rel
K�̂ = ��el
d̂jK

,R̂+
K�̂M − �̂MR̂−

K� + H.c.� ,

K = L,R, jL = 1, jR = N �30�

where the operators R̂+/−
K are defined by Eqs. �B21� and

�B22�. The separators affecting thermal coupling are given
by

Rph
j �Tj��̂M = �ph�
X̂j,R̂ph

j �̂M� + H.c�; j = 1, . . . ,N

�31�

where X̂j are system phonon operators that interact with the
j-th phonon environment, 
see Eq. �B23�; in the calculations

presented below we have used X̂j = âj
†+ âj� and where the

operators R̂ph
j are given by Eqs. �B24� and �B25�. The rate

parameters �el and �ph for the molecule-leads electron trans-
fer and for the molecular oscillators–thermal bats energy
transfer are determined by the corresponding spectral densi-
ties by standard golden-rule expressions �see Appendix B�.

The numerical evaluation of the time evolution �29� is
done in a truncated basis of eigenstates of the Hamiltonian

ĤM. These eigenstates are calculated by diagonalizing the
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Hamiltonian matrix written in the basis of the Hamiltonian

ĤM0 that does not include the electron-phonon interaction

last term in Eq. �28��. The truncation is done by representing
each oscillator by a finite number of �lowest energy� states.

The evaluation of matrix elements such as �k�Ô�l� between

exact system eigenstates, where Ô= d̂ , d̂† , â , â† is done by

transforming back and forth between the ĤM and ĤM0 bases.
Eq. �29� can be used to evaluate the currents going

through the system. The electronic currents are obtained by
multiplying both sides of this equation by the operator for

the electron number on the system N̂M =� jd̂j
†d̂j:

� Tr�N̂M�M�
�t

= − �el Tr�N̂MRel
L �M� − �el Tr�N̂MRel

R �̂M�

�32�

where Tr�N̂MR j
�ph��Tj��̂M�=0 was used since the thermal res-

ervoir cannot exchange electrons. Equation �32� is the conti-
nuity equation with respect to charge number on the system
and implies that the currents at the system interface with the
metallic leads are given by

JK = − �el Tr�N̂MRK�̂M�; K = L,R �33�

These currents are equal at steady state. Similarly a continu-
ity equation for the energy is obtained from

� Tr�ĤM�̂M�
�t

= − �el Tr�ĤMRel
L �̂M� − �el Tr�HMRel

R �̂M�

− �ph�
j

Tr
ĤMRph
j �Tj��̂M� . �34�

From this, the heat flux between the j-th system phonon and
its thermal reservoir is naturally identified as

Q̇j = − �ph Tr
ĤMRph
j �Tj��̂M� . �35�

A positive Q̇j means that heat flows into the system through
the oscillator j.

In general, the steady state temperature of the system
phonons reflects the balance of energy exchange with the
electronic subsystem and the external thermal bath�s�. In the
present calculations we choose �ph small enough so it does
not affect the steady-state temperature of the system
phonons. Instead, coupling to the thermal reservoirs is used
to determine the local temperature of any system oscillator j
by a method introduced �using the NEGF formalism� in Ref.
46—as the temperature Tj of the corresponding thermal res-

ervoir for which the energy current Q̇j vanishes. To this end
we supplement Eq. �28� by artificial dynamical equations for
the baths temperatures Tj that derives these temperatures to
their zero currents values

�Tj

�t
= − �Q̇j �� � 0� �36�

At steady state Q̇j =0, and Tj is identified as the effective
temperature of the oscillator j. The choice of the relaxation
parameter � is arbitrary and subjected only to numerical con-

vergence considerations. Figure 5 shows a typical time evo-
lution obtained from Eqs. �28� and �36�. Here, we use a
model with two electronic sites, N=2 �implying four elec-
tronic states� and employ the 4 lowest levels of each oscilla-
tor �at the temperature/frequencies employed here and in Fig.
6 below this provides a reasonable approximation�. Our Hil-
bert space is therefore of dimension 4�42=64. This calcu-
lation was done with the parameters �in units of ��� �1=0,
�2=1 �measured from the leads Fermi energy in the unbiased
junction�, u=1, M1=M2=1, �el=0.1, �ph=0.01 and kBT=1.
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FIG. 5. �Color online� Time evolution of local temperatures T1

and T2 for ��L ,�R�= �1.0,0�. The inset shows the time evolution of

the heat currents Q̇j that vanish in the long time limit. This auto-
matically determines the local temperature Tj at the steady state.
The temperature on both leads are kBT /�=1.
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Note that for our purpose the choice of �ph is immaterial,
except that it should be chosen small enough not to affect the
final temperature Tj, j=1,2.61 In addition, w 
defined by Eq.
�B18�� is taken large enough so as not to affect the calculated
results and to make them insensitive to the choice of �0 
Eq.
�B18�� when the latter is taken in the vicinity of �1 and �2. In
the calculations presented below we have used w=80 eV
and �0=0. Ohmic spectral densities are taken to characterize
the phonon baths. Figure 5 shows the time-evolution of the
local temperatures T1 and T2 and �in the inset� of the heat

currents, Q̇1, Q̇2 between the system and the two heat reser-
voirs. As explained above, this time evolution, which does
depend on the choice of �ph, does not reflect a physical pro-
cess, only the progress of the computation. In the long time

limit Q̇j vanishes and the local temperature Tj reach their
steady-state values.

The three panels of Figure 6 show the steady state local
temperatures T1, T2 obtained for the same two-state model
and plotted against the bias voltage �L−�R. In this calcula-
tion we have used �1=0.8 eV, �2=1.0 eV, �0=0, kBT
=0.3 eV, and �R=0, while � and �L vary as shown. Other
parameters are as in Fig. 5. We see that the local temperature
on site 2 decreases in the positive bias regime and that the
effect is stronger for lower oscillator frequency. Again, as in
Sec. V, it is important to keep in mind that the temperature/
bias behavior will be sensitive to the voltage distribution
along the junction that determines the relative energies of
local energy levels.

VII. SUMMARY AND CONCLUSION

Understanding cooling phenomena in nonequilibrium
nanojunctions, in particular molecular junctions, is important
in considerations of their stability and functionality. In this
paper we have studied, within simple models, different
mechanisms for junction cooling under applied bias. One
such mechanism �Secs. III and IV� is associated with cooling
of the high-voltage side of a two-terminal junction due to
depletion of high-energy electrons, which establishes a non-
equilibrium electronic distribution that corresponds to lower
effective temperature. A molecule that couples more strongly
to this side of the junction than to the other, hotter, side will
be cooled under the applied bias. This can happen irrespec-
tive of whether the molecule actively carries the junction
current or participate in the electrical conduction process
merely as a spectator.

A second mechanism �Sec. V� considered is the inelastic
electron tunneling equivalent of laser cooling. When the
available electronic energy falls short of what is needed for
efficient transmission, the needed excess energy can be pro-
vided by absorbing phonons from the vibrational subsystem,
cooling the later. Actual cooling requires the suppression of
the usually more efficient phonon emission processes, which
can be achieved for particular energy structures of the elec-
tron transmission. Such structure can be realized in
molecular-semiconductor junctions, when the phonon emis-
sion channel is closed by the semiconductor band gap, and
also in particular resonant structures of the molecular bridge.
Other possible realizations of this concept have been recently

discussed by other groups51,52 and an interesting application
was demonstrated.51

When a current is driven through a system where current
flow requires a local uphill motion, energy absorption from
the local environment may take place, resulting in cooling
�Sec. VI�. This is in principle similar to the mechanism just
discussed, but under strong coupling with the environment it
becomes less restrictive and independent of the particular
energy dependence of the transmission process. In fact, a
classical limit of this process can be envisioned.62

It should be pointed out the models discussed in this paper
where analyzed in the absence of electron-electron interac-
tions. Such interactions will affect in particular systems sus-
taining large electrical currents where issues of cooling �or
reduction of heating� are of particular interest. Indeed, a
mechanism for junction cooling due to electron-electron in-
teraction was discussed in Ref. 63 Understanding such ef-
fects, as well as extending our calculations to models of re-
alistic systems will be the next steps of our study.
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APPENDIX A

Here, we derive Eqs. �12� and �24�. Let consider con-
tinuum of states �k� coupled to a system �m� whose nature is
defined below. The continuum is assumed to be a set of free
electronic states. Following procedure used to derive general
expression for current within NEGF,64 one gets for rate of
population change in the state k

dnk�t�
dt

� �ĉk
†�t�ĉk�t�� = −

i

�
�

m,m�

VmkVkm��
−�

t

dt1�
1 − nk�t��

�
Gm�m
� �t,t1�ei�k�t−t1�/� + Gm�m

� �t1,t�ei�k�t1−t�/��

+ nk�t�
Gm�m
� �t,t1�ei�k�t−t1�/� + Gm�m

� �t1,t�ei�k�t1−t�/���

�A1�

where the following equations for free lesser and greater GFs
of the continuum where used
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gk
��t� =

i

�
nk�t�e−i�kt/�; gk

��t� = −
i

�

1 − nk�t��e−i�kt/�

�A2�

Summing �A1� over states k with energy �k=E and introduc-
ing density of states AK�E� and occupation at energy E
fK�t ,E�

NK�t,E� � fK�t,E�AK�E� = 2	 �
k�K

nk�t���E − �k� �A3�

leads to

dNK�t,E�
dt

= −
i

�
�

m,m�
�

−�

t

dt1�mm�
K �E��
1 − fK�t,E��

�
Gm�m
� �t,t1�eiE�t−t1�/� + Gm�m

� �t1,t�eiE�t1−t�/��

+ fk�t,E�
Gm�m
� �t,t1�eiE�t−t1�/�

+ Gm�m
� �t1,1�eiE�t1−t�/��� �A4�

where

�mm�
K �E� � 2	�

k

VmkVkm���E − �k� �A5�

Now we consider two choices of the system. If the system is
a set of free electronic states �continuum of states� then

Gmm�
�,��t1,t2� = �m,m�gm

�,��t1 − t2� �A6�

and gm
�,� satisfies �A2�. Equation �A4� reduces to

dNK�t,E�
dt

=
1

�
TKM�E�
fM�t,E� − fK�t,E�� �A7�

where

TKM�E� � �
m�M

�mm
K �E���E − �m�

= 2	 �
k�K,m�M

�Vkm�2��E − �k���E − �m� �A8�

Under wide-band approximation one gets �12� for the case
when the continuum K is coupled to two different continua.

When the system is a molecule, the single electron states
used as a basis are not eigenstates of the molecular Hamil-
tonian. Equation �A4� can then be simplified only in the
steady-state situation, when Gmm�

�,��t1 , t2�=Gmm�
�,��t1− t2�. In

this case one gets

dNK�t,E�
dt

= 0 =
1

�
Tr

��E�G��E� − 
��E�G��E��

�A9�

where


mm�
� �E� = ifK�E��mm�

K �E�;


mm�
� �E� = − i
1 − fK�E���mm�

K �E� �A10�

and �mm�
K is defined in �A5�. Consideration of a continuous

manifold of states coupled to another continuum on one side
and to the molecule on the other leads to �24�.

APPENDIX B

For a system �M� interacting with one or more heat baths
�K�, let the Hamiltonian be

Ĥ = ĤM + �
K

ĤK + �
K

ĤMK �B1�

with

ĤMK = �
n

X̂KnŶKn �B2�

In Eq. �B2� X̂ and Ŷ are system and bath operators, respec-
tively. Each bath is taken to be in its own equilibrium but
different baths can be characterized by different equilibrium
properties �e.g. temperatures and/or chemical potentials. The
time evolution of the system density operator �̂
=Trall baths��̂tot� in the Redfield �weak system bath coupling
and the Markovian limit� approximation is given, in the rep-

resentation of eigenstates of ĤM by �see, e.g.65,66�

d�ab�t�
dt

= − i�ab�ab − �
cd

�Rac,cd��dc��db�t� + Rbd,dc
� ��cd��ac�t�

− 
Rdb,ac��ca� + Rca,bd
� ��db���cd�t�� �B3�

where the indices i=a , . . . ,d denotes eigenstates of ĤM,

ĤM�i�=Ea�i�, and �i,i�= �Ei−Ei�� /�,67

Rab,cd��� � �
0

�

dtMab,cd�t�ei�t �B4�

Mab,cd�t� =
1

�2�
K

�
m,n

Cmn
K �t�Xab

KmXcd
Kn �B5�

In Eq. �B5� Xab
Km= �a�X̂Km�b�, and Cmn

K �t� are bath correlation
functions

Cmn
K �t� = �ŶKm�t�ŶKn�0�� �B6�

In our model, the system 
Eq. �28�� comprises N electronic
levels and N harmonic oscillators. Electronic levels 1 and N
are coupled to free electron reservoirs L and R, respectively,
by the electron transfer interaction

ĤML = d̂1
† �

k�L

V1k
L ĉk + H.c

ĤMR = d̂N
† �

k�R

VNk
R ĉk + H.c �B7�

while each system oscillator j is coupled to its own heat bath
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ĤMj = X̂jŶ j �B8�

where X̂j in an operator in the system oscillator space and Ŷ j
is an operator in the corresponding thermal bath of tempera-
ture Tj. In our application these thermal baths are taken as

identical free boson reservoirs with Ŷ j linear in the corre-
sponding boson coordinates, characterized by an ohmic spec-
tral density.

The overall system-baths interaction is thus �KĤMK with
K=L ,R , �j�. The structure of Eqs. �B3�–�B6� �which reflects
the level of approximation at which the master equation is
obtained� implies that these baths contribute additively to the
master equation

� �̂�t�
�t

+
i

�

ĤM, �̂�t�� = Rel�̂ + Rph�̂ �B9�

Rel = Rel
L + Rel

R ; Rph = �
j

Rph
j �B10�

Consider for example Rel
L . For the coupling ĤML between the

system and the left electronic reservoir we have in Eq. �B2�
X̂L1= d̂1; YL1=�k�LVk1

L ĉk
†; X̂L2= d̂1

†; ŶL2=�k�LV1k
L ĉk.

68 The
relevant correlation functions are

C12
L �t� = �

k�L

�V1k
L �2nL��k�ei��k/��t = �

−�

�

d�g1���nL���ei��/��t

�B11�

C21
L �t� = �

k�B

�V1k
L �2
1 − nL��k��e−i��k/��t

= �
−�

�

d�g1
L���
1 − nL����e−i��/��t �B12�

where ��L is the chemical potential in L�

nL��� =
1

e���−�L� + 1
; 1 − nL��� = nL�− �� �B13�

and where g1
L��� is the coupling weighted density of states

for electronic level 1 interacting with the left electronic bath
L, defined by

�
k

�V1k
L �2f��k� = �

−�

�

d�f����
k

�V1k
L �2��� − �k�

= �
−�

�

d�f���g1
L��� �B14�

for any function f���. In Eqs. �B11� and �B12� we have as-
sumed that the edges of the metal band do not affect the
dynamics and extended the limits of integration to infinity.

The contribution of C12
L �t� to the R elements in Eq. �B2� is

Rab,cd��� = . . . + �d̂1
†�ab�d̂1�cd�

0

�

dtC12
L �t�ei�t + . . .

�B15�

Consider the Fourier transform involved:

�
0

�

dtC12
B �t�ei�t = = �

0

�

dtei�t�
−�

�

d�g1
L���nL���ei��/��t

�B16�

In the absence of the Fermi function nL��� or when the
molecule-metal coupling is small relative to �−1=kBT, Eq.
�B16� can be approximated by �1 /2��1

LnL���, where �1
L

=g1
L��� /2	 is assumed energy independent �wide band ap-

proximation�. More generally, we follow the procedure of
Refs. 69 and 70 and represent gj

K��� as a sum over overlap-
ping Lorentzians

gj
K��� =

� j
K

2	
�

�

w�
2

�� − ���2 + w�
2 ; �j,K� = �1,L� or �N,R�

�B17�

and evaluate the integral �B16� by complex integration. In
the calculations done in this paper we have taken all � equal
and have used a single Lorentzian

g��� =
�el

2	

w2

�� − �0�2 + w2 �B18�

with width w large enough �relative to all other energy
scales; d may be considered as representing the metal band-
width� so that the choice of the center �0 has no conse-
quence. Equation �B16� can then be evaluated using the
identity

1

2	
�

0

�

dtei�t/��
−�

�

d�
w2

�� − �0�2 + w2

ei�t/�

e���−�� + 1

=
�w

2

1


w − i��� + �0��
e��iw−�+�0� + 1�

+ ��−1�
j=0

�
w2

w2 + 
� − �0 + i	�−1�2j + 1��2

�
1

� + �� + i	�−1�2j + 1�
�B19�

where in the r.h.s. w is positive.
Similar considerations apply to all contributions to Rel,

and finally lead to the following general form of the elec-
tronic Liouville operator

���t�
�t

+
i

�

HM,��t�� = − �

K=R,L
�K�
d,R+

K��t�� + 
d,R+
K��t��†

+ 
��t�R−
K,d� + 
��t�R−

K,d�†� �B20�

with 
for the spectral function �B18��
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�k�R+���

= �k�d†�����w

2

1


w + i�Ek − E� − �0��
e��iw−�+�0� + 1�

+ ��−1�
j=0

�
w2

w2 + 
� − �0 + i	�−1�2j + 1��2

�
1


� − �Ek − E�� + i	�−1�2j + 1��	 �B21�

�k�R−���

= �k�d†�����w

2

1


w + i�Ek − E� − �0��
e−��i�D−�+�0� + 1�

− ��−1�
j=0

�
w2

w2 + 
� − �0 + i	�−1�2j + 1��2

�
1


� − �Ek − E�� + i	�−1�2j + 1��	 �B22�

Next consider the phonon term Rph
j �̂. For our purpose the

simplest choice for system oscillator-thermal environment
coupling is sufficient. The thermal bath j is taken as a system
of independent bosons, with corresponding raising and low-

ering operators b̂l
�j�† and b̂l

�j� and the interaction Hamiltonian
is taken as

ĤMj = �X̂j�
l

�� jlb̂l
�j� + � jl

� b̂l
�j�†� �B23�

which is obviously of the form �B8�. It is also sufficient to

take the simplest choice X̂j = âj
†+ âj, which we do in the

present calculation. The general results �B3�–�B6� then lead
to

Rph
j �Tj��̂M = �ph�
X̂j,R̂ph

j �̂M� + 
X̂j,R̂ph
j �̂M�†� �B24�

�k�R̂ph
j ��� = sgn�Ek − E��Jj��Ek − E����k�X̂j���nj�Ek − E�� ,

�B25�

where

nj�E� =
1

eE/kBTj − 1
�B26�

where �ph= ���2 and Jj�E� is the spectral function for the
coupling with bath j

Jj�E� =
1

	
�

l

�� jl�2��E − �� jl� �B27�

with � jl being the frequency for the l th mode at the jth bath.
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